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Article

Total, Direct, and
Indirect Effects in Logit
and Probit Models

Richard Breen1, Kristian Bernt Karlson2,3 and
Anders Holm2,4

Abstract

This article presents a method for estimating and interpreting total, direct, and
indirect effects in logit or probit models. The method extends the decom-
position properties of linear models to these models; it closes the much-
discussed gap between results based on the ‘‘difference in coefficients’’ method
and the ‘‘product of coefficients’’ method in mediation analysis involving non-
linear probability models models; it reports effects measured on both the logit
or probit scale and the probability scale; and it identifies causal mediation
effects under the sequential ignorability assumption. We also show that while
our method is computationally simpler than other methods, it always performs
as well as, or better than, these methods. Further derivations suggest a
hitherto unrecognized issue in identifying heterogeneous mediation effects in
nonlinear probability models. We conclude the article with an application of
our method to data from the National Educational Longitudinal Study of 1988.
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Introduction

Social scientists are often interested in assessing the extent to which an

association between two variables is mediated by a third variable. For exam-

ple, stratification researchers may be interested in whether racial differences

in income are attributable to the uneven distribution of educational attain-

ments across races. To measure mediation, social scientists often compare

regression coefficients of the same variable across models with different

mediating variables. In linear models, the difference in these coefficients

measures the extent to which the variable’s effect is mediated by the

variables hypothesized to bring about the association of interest. This follows

from the principles of path analysis in which the effect of a predictor vari-

able, x, on an outcome, y, may be decomposed into two parts, one mediated

by a control variable, z, another unmediated by z. The part mediated by z is

called the indirect effect, while the part unmediated by z is called the direct

effect. The sum of the indirect and direct effects is called the total effect,

equal to the effect of x on y when the control variable is omitted.

While these decomposition principles apply to linear models, total effects

in logit and other nonlinear binary probability models do not decompose into

direct and indirect effects as in linear models (Fienberg 1977; Karlson, Holm,

and Breen 2012; MacKinnon and Dwyer 1993; Winship and Mare 1983).

Given a dichotomous outcome variable, y, the logit coefficient for x omitting

the control variable, z, will not equal the sum of the direct and indirect (via z)

effects of x on y. This is because, in nonlinear binary probability models, the

regression coefficients and the error variance are not separately identified;

rather, the model returns coefficient estimates equal to the ratio of the true

regression coefficient divided by a scale parameter, which is a function of the

error standard deviation (e.g., Amemiya 1975; Winship and Mare 1983).

Because the error variance may differ across models the total effect does not

decompose into direct and indirect effects in the desired way.

In this article, we present a general framework for assessing mediation in

nonlinear probability models such as the logit or probit. Our method extends

the decomposition properties of linear models to nonlinear probability models

that are linear in their parameters, enabling researchers to decompose total

effects in these models into the sum of direct and indirect effects. Our method

(1) recovers mediation or confounding under a set of less restrictive assump-

tions than existing alternatives, (2) is concerned with the underlying para-

meters assumed to have generated the data, (3) closes the much-discussed

gap between results based on the ‘‘difference in coefficients’’ method and the

‘‘product of coefficients’’ method in mediation analysis, (4) is compatible with
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the sequential ignorability assumption (SIA; Imai, Keele, and Tingley 2010;

Imai, Keele, and Yamamoto 2010), allowing for causal mediation analysis,

and (5) always performs as well as, or better than, than other available

methods.

We proceed as follows. First, we show how the decomposition principles of

linear models behave in nonlinear probability models, and we provide several

useful extensions. Second, we consider the conditions under which our method

can be used for causal mediation analysis, and, using Monte Carlo simulations,

we compare the performance of our method to that recently suggested by Imai,

Keele, and Tingley (2010) and Imai, Keele, and Yamamoto (2010). Third, we

briefly show that the identification of mediation in nonlinear probability

models that include interactions between the predictor variable and mediator

variable is hampered by the fact that coefficients from these models are iden-

tified only up to scale. Finally, we present examples to show how our method

works in the estimation of mediation effects in nonlinear probability models.

Coefficient Decompositions in Nonlinear Probability
Models

In this section, we begin with a description and graphical illustration of total,

direct, and indirect effects in a linear path model, and then proceed to the

binary logit and probit model. Then, we show how a total logit or probit

coefficient may be decomposed into its direct and indirect parts. Our notation

follows Blalock (1979).

The Linear Case

Let y* be some continuous outcome of interest (e.g., respondent’s income),

let x be a continuous variable whose effect we want to decompose or

‘‘explain’’ (e.g., parent’s income), and let z be a continuous variable that

potentially mediates the x–y* relationship (e.g., respondent’s educational

attainment measured in years). We center all variables on their respective

means and so we do not need to include intercepts in our models. Define the

two following linear regression models:

y� ¼ byx xþ e: ð1Þ

y� ¼ byx�zxþ byz�xzþ v; ð2Þ

where byx is the total effect1 of x on y; byx�z is the direct effect of x on y given

z; and byz�x is the partial effect of z on y* given x; and e and v are random error
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terms. The difference between the b coefficients for x in the two models

expresses the extent to which the x–y* relationship is mediated, confounded,

or explained by z:

d ¼ byx � byx�z: ð3Þ

The difference in equation (3) may also be expressed using the terms from

the model including z and the terms from an auxiliary regression of z on x.

Define the following linear model relating x to z:

z ¼ yzxxþ w; ð4Þ

where yzx captures the effect of x on z, and w is a random error term, inde-

pendent of v. Using the properties of linear models and the basic results of

path analysis (see Alwin and Hauser 1975; Duncan 1966; Stolzenberg

1980), we find the well-known results that

d ¼ byx � byx�z ¼ yzx � byz�x: ð5Þ

This result shows that the ‘‘difference in coefficients’’ method is equivalent

to the ‘‘product of coefficients’’ method in linear models.

Given the result in equation (5), we can decompose the total effect of x on

y into a direct effect net of z and an indirect effect mediated by z:

Direct : byx�z: ð6aÞ

Indirect : yzx � byz�x: ð6bÞ

Total : byx ¼ byx�z þ yzx � byz�x: ð6cÞ

Figure 1 illustrates the system defined by equations (2) and (4).2 We see that

the indirect effect is the effect of x on y running through z, while the direct

effect is the partial effect of x on y, net of z.

The Binary Logit and Probit Case

The decomposition stated in equation (5) does not apply to logit and probit

models. To see why this is so, we begin by deriving the logit and probit

model from a latent variable model. In this case, y� is a continuous latent

variable representing the propensity of occurrence of some outcome (e.g.,

propensity to complete college), x is a predictor variable of interest (e.g., par-

ental income), and z a control variable (e.g., respondent’s academic ability).

The latent variable may be thought of as a hypothetical construct, but it may
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also represent a real underlying variable that we have been unable to observe

fully, as when we only know whether someone’s income exceeds a given value.

In what follows, we once again center all variables on their respective means to

avoid including intercepts in the following models. We define an underlying,

latent linear model in which the latent propensity is a function of x and z:

y� ¼ byx:zxþ byz:xzþ u; where sdðuÞ ¼ su; ð8Þ

where u is a random error term and su is the residual standard deviation. The

model in equation (8) corresponds to the model in equation (2), except that y�

is unobserved and we therefore cannot estimate byx:z; byz:x; or su.
3 However,

we do observe a dichotomized version of y�, namely y, such that

y ¼ 1 if y� > t

y ¼ 0 if otherwise;
ð9Þ

where t is a threshold, which we set to zero.4 The expected outcome of this

binary indicator is the probability of observing y ¼ 1, that is, Eðy ¼ 1Þ ¼
Prðy ¼ 1Þ. For further analysis, we now place an assumption on the error term,

u, in equation (8). To derive the logit model, we assume that u follows a logistic

distribution with zero mean and standard deviationsu. We may then rewrite the

error term such that u ¼ seo, where o is a standard logistic random variable,

with mean zero and variance p2=3 and se is a scale parameter, yielding a

variance of s2
u ¼ s2

ep
2=3 for the error term in equation (10) (Amemiya 1975;

Cramer 2003). The scale parameter allows the variance of the error to differ

from that of the standard logistic distribution. We can then write the logit model

corresponding to the linear model in equation (8) as

logit Pr y� > 0ð Þ½ � ¼ byx:zxþ byz:xz ¼
byx:z

se

xþ
byz:x

se

z: ð10Þ

yx

z

θzx βyz·x

βyx·z

Figure 1. Path decomposition into direct and indirect effects.
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Equation (10) makes it clear that the logit coefficients (the b’s) are equal

to the coefficients from the underlying linear model in equation (8) divided

by the scale parameter of that same model:

byx:z ¼
byx:z

se

; byz:x ¼
byz:x

se

: ð11Þ

In other words, in logit models we cannot identify the underlying regres-

sion coefficient, or the scale parameter, which is a function of the residual

standard deviation, but only their ratio.

To derive the probit model, assume that u follows a normal distribution

with zero mean and standard deviation su. We can rewrite u as u ¼ seo,

where o now is a standard normal random variable, with mean zero and var-

iance 1 and se is a scale parameter, yielding a variance of s2
u ¼ s2

e for the

error term in equation (10). The probit model is given by:

Pr y� > 0ð Þ ¼ F byx:zxþ byz:xz
� �

¼ F
byx:z

se

xþ
byz:x

se

z

� �
: ð12Þ

As in the logit case, we can identify the underlying regression coefficient

only up to scale.

The coefficients in equations (11) and (12) also make it clear why we cannot

compare the coefficient of x from a logit or probit model excluding the mediator

z with the corresponding coefficient from a logit model including z. To see this,

we specify the following reduced logit model including only x5:

logitðPrðy ¼ 1ÞÞ ¼ byxx ¼
byxx

~se

; ð13Þ

which reflects the underlying linear model:

y� ¼ byxxþ t; ð14Þ

where t ¼ ~seu. The cross-model coefficient comparison in logit models is ham-

pered by the difference in scale parameters between equations (10) and (13).

byx � byx:z ¼
byx

~se

�
byx:z

se

6¼ byx � byx:z:

The relation between the scale parameters is ~se � se, because, whenever z

has an effect on y (i.e., byz�x 6¼ 0), a model without z will have a larger

residual standard deviation than a model with z because the latter model will

explain more variation in the latent outcome. Thus, including a z orthogonal

to x—ensuring that the y–x relationship is not mediated or confounded by z—
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would change the coefficient of x simply as a consequence of rescaling, as

noted by Winship and Mare (1984), Yatchew and Griliches (1985), and

Wooldridge (2002). In other words, the equalities stated in equation (5) for

linear models do not hold for logit or probit models.

However, there exists an additional, somewhat overlooked, reason for

why the equalities in equations (5) do not always hold for logit models or

nonlinear probability models in general. In so far as the error, u, in equation

(8) is assumed to follow a logistic distribution, it is impossible that the error

in model (14), including only x, is logistically distributed. Its error will be a

mixture of the logistic (u) and the distribution of z, since z is absorbed in the

error term, t (Cramer 2007; Karlson et al. 2012). Thus, the logit model in

equation (14) is misspecified, because the error in this reduced model is not

logistic. The same results apply to the probit. More generally, we can rarely

ascertain which, if any, of the models are misspecified, but the model-

specific fit of the latent error to the assumed logistic or normal distribution

is very likely to differ between models with different covariates. Comparing

coefficients across logit or probit models without and with z will conse-

quently not only reflect confounding and rescaling but also changes in the fit

of the error to the assumed functional form.

To obtain a decomposition of total effects into direct and indirect effects,

we need an approach that holds constant not only the scale but also the fit of

the error to the assumed logistic or normal distribution. A solution to these

issues is developed in Karlson et al. (2012). However, as we will see, an

equivalent solution is to apply the ‘‘product of coefficients’’ method to the

logit or probit model. To do so, we use the auxiliary linear regression of z

on x stated in model (4), to yield the expectation:

EðzÞ ¼ yzxx: ð15Þ

Now substitute the expression in equation (15) into the logit model in

equation (10) and rearrange:

logit Pr y� > 0ð Þ½ � ¼
byx:z þ byz:xyzx

se

x: ð16Þ

Notice that the coefficient of x in this equation differs from that in equa-

tion (13), because of the differences in scales, ~se � se, and because of dif-

ferences in the fit to the assumed logistic distribution. This result also applies

to the probit model.

However, the model in equation (16) reveals a simple decomposition of

the total effect into its direct and indirect parts measured on the same scale,
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and the decomposition is formed using the ‘‘product of coefficients’’ method

rather than the ‘‘difference in coefficients’’ method:

Direct : byx:z ¼
byx�z
se

: ð17aÞ

Indirect : yzxbyz:x ¼
yzx � byz�x

se

: ð17bÞ

Total :
byx

se

¼
byx�z þ yzx � byz�x

se

: ð17cÞ

The decomposition in equation (17) is identical to the ‘‘difference in coeffi-

cients’’ method recently suggested by Karlson et al. (2012).6 It holds constant

the scale and the fit of the error to the assumed distribution, because it is

based on a single logit or probit model for the binary outcome, that is, the

model in equation (10) or (12), and it consequently presents a generalization

of the equalities in equation (5) to nonlinear probability models such as the

logit or probit.

To see the equivalence between the approaches, we briefly explain the

approach in Karlson et al. (2012). To make coefficients comparable across

logit or probit models with different covariates, they used the following

reparametrization of the model in equation (10):

logitðPrðy ¼ 1ÞÞ ¼ byx:~zxþ by~z:x~z: ð18Þ

Here, ~z is the residualized z, that is, the residual from the model in equation

(4) or (15), and so ~z is orthogonal to x by construction. Karlson et al. (2012)

prove that

byx:~z ¼
byx

se

; ð19Þ

and it follows that the total effect decomposes as in equation (17):

byx

se

¼
byx:z þ byz:xyzx

se

: ð20Þ

The total effect and its components are measured on the scale defined by the

model in equation (10) or (12), depending on whether one uses a logit or

probit model. Drawing on Clogg, Petkova, and Haritou (1995), Karlson

et al. (2012) name this model the ‘‘true’’ model, that is, the model on which

inferences are based.
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Although we can only point identify the total, direct, and indirect effects

in logit models relative to a scale, researchers often want to assess the relative

magnitude of the direct and indirect effects relative to the total effect. For this

kind of decomposition, we suggest the following percentage decomposition:

byz:x � yzx

byx:z þ byz:x � yzx

� 100 ¼

byz:x � yzx

se

byx:z þ byz:x � yzx

se

� 100 ¼
byz:x � yzx

byx:z þ byz:x � yzx

� 100;

ð21Þ

which expresses the extent to which the x � y* relationship in a logit model

is mediated, confounded, or ‘‘explained’’ by z. Because the direct and indi-

rect effects sum to the total effect, it holds that the part not mediated by z,

that is, the direct part, is defined as: Direct ¼ 100 percent � Indirect. Notice

also that equation (21) does not involve a scale parameter, and therefore

expresses the relationship between the coefficients from the underlying

linear models: in other words, it is a scale-free measure. We refer to Karlson

et al. (2012) for other measures that assess the relative contributions of direct

and indirect effects.

Multiple Mediators

We have provided a simple decomposition of a total logit coefficient into its

direct and indirect parts and provided a simple percentage measure with

which researchers may assess the relative magnitude of direct and indirect

effects. Thus far, however, we have considered only one mediating variable,

but in some instances we may want to consider several indirect paths by

which x affects y. Because the method developed by Karlson et al. (2012)

extends almost all decomposition features of linear models to logit and probit

models, it is straightforward to replace a single z with a vector of mediators,

zj, where j¼ 1, 2, . . . , J, and where J denotes the total number of variables in

zj. Now we may define an underlying linear model including zj as

y� ¼ byx:z1;: : : zJ xþ
X

j

byzðjÞ:xzj þ t;with sdðtÞ ¼ st and st ¼ sk � ðp=
ffiffiffi
3
p
Þ:

ð22aÞ

And the corresponding logit as
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logitðPrðy ¼ 1ÞÞ ¼ byx:z1; : : : ;zJ xþ
X

j

byzðjÞ:zzj ¼
byx:z1; : : : ;zJ

sk

xþ
X

j

byzðjÞ:x
sk

zj:

ð22bÞ

Similar to equation (4), we estimate J linear regression models

zj ¼ yzðjÞx þ wj; ð23Þ

which provide us with J coefficients of the effect of x on each mediator. The

jth indirect effect is given by

Indirect :byzðjÞ:x � yzðjÞx ¼
byzðjÞ:x � yzðjÞx

sk

: ð24aÞ

We refer to the sum of indirect effects over the J control variables as the

grand indirect effect:
P

j

byzj:xyzjx ¼
P

j

byzðjÞ:x�yzðjÞx
sk

. The direct effect is given by

Direct : byx:z1; : : : ;zJ ¼
byx:z1; : : : ;zJ

sk

; ð24bÞ

and the total effect by

Total : byx:z1; : : : ;zJ þ
X

j

byzj:xyzjx ¼
byx:z1; :: : ;zJ

sk

þ
X

j

byzðjÞ:x � yzðjÞx

sk

¼ byx:~z1; : : : ;~zJ :

ð24cÞ

That byx:~z1; : : : ;~zJ ¼
byx:~z1; : : : ;~zJ

sk
follows by analogy with equation (16), and

the full proof can be found in Karlson et al. (2012). The decomposition

presented in equation (24) can also be used for percentage decomposi-

tions. Applying the rules in equation (21), the expressions in equation

(24) can be used for quantifying the relative contribution of each control

variable to both the grand indirect effect and the total effect. This follows

because of the simple additivity of direct and indirect effects. The jth

control variable’s contribution to the grand indirect effect is given by
byzðjÞ:x�yzðjÞxP

j

byzj :x
yzjx

� 100, and its contribution to the total effect is given by

byzðjÞ:x�yzðjÞx

byx:z1; : : : ; zJþ
P

j

byzj :x
yzjx

� 100.
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Holding Other Covariates Constant

In some situations, researchers will be interested in controlling the decompo-

sition of the x � y* relationship for covariates, which represent common

causes of x, z, and y. These are variables that confound the decomposition,

that is, the estimates of both direct and indirect effects. Let wi denote the ith

confounding covariate, i ¼ 1, 2, . . . , I. We can control for the potential

confounding influence of these covariates on the decomposition by including

wi as covariates in each of the equations defining the system of interest.

Assume, for simplicity, that we have a single control variable, z. We define

an underlying linear model as

y� ¼ byx:z;w1 : : :wI
xþ byz:x;w1: : :wI

zþ
X

i

bywi:x;zwi þ s;with sdðsÞ

¼ ss and ss ¼ sl � ðp=
ffiffiffi
3
p
Þ;

ð25aÞ

and the corresponding logit model

logitðPrðy ¼ 1ÞÞ ¼ byx:z;w1: : :wI
xþ byz:x;w1: : :wI

zþ bywi:x;zw

¼
byx:z;w1: : :wI

sl

xþ
byz:x;w1: : :wI

sl

zþ
X

i

bywi:x;z

sl

wi;
ð25bÞ

where sl � se, because the added covariates, insofar they explain variation

in the latent propensity, reduce the residual variation. We also define an

equation similar to that in equation (4), except that the covariates now enter

the equation:

z ¼ yzx:w1: : :wI
xþ

X
i

yzwi:xwi þ q; ð25cÞ

with q being the error term. Using the three equations in equation (25), we

may decompose the total effect net of possibly confounding covariates into

its direct and indirect parts.

Binary Mediators

Up to this point, we have assumed that the mediating variable, z, is contin-

uous (notice that x could have been continuous or dichotomous). What

happens to the decomposition when the observed mediating variable is

binary? In the linear case, where y* is continuous, we have:

y� ¼ gyx:z�xþ gyz�:xz� þ sno; ð26aÞ
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where z* is the dichotomous mediating variable and the error term is rewrit-

ten as previously explained. In general, gyx:z� 6¼ byx:z andgyz�:x 6¼ byz:x.

Nevertheless, given the linear probability model

z� ¼ jz�xxþ m; ð26bÞ

where m is an error term, it remains the case that

byx ¼ gyx:z� þ jz�xgyz�:x: ð26cÞ

That is to say, the total effect of x on y decomposes into a direct and indi-

rect effect, given that the effect of x on z* is estimated using a linear prob-

ability model and not a logit or other nonlinear probability model.

Given y, a binary realization of y*, we estimate the logit:

logitðPrðy ¼ 1ÞÞ ¼ cyx:zxþ cyz�:xz� ¼
gyx:z�xþ gyz�:xz�

sn

: ð27Þ

Then the decomposition of the total effect into direct and indirect compo-

nents is:

gyx

sn

¼ cyx:~z� ¼
gyx:z� þ jz�xgyz�:x

sn

; ð28Þ

where cyx:~z� is the logit coefficient for x in the model which controls for the

residualized z*.

Reporting Average Partial Effects

The method we have presented can also be applied to average partial

effects (APEs: Wooldridge 2002:22-4). One advantage of APEs over logit

or probit coefficients is that they are measured on the probability scale and

are therefore intuitive and more easily understood than, say, partial log

odds ratios.

In logit models, the marginal effect (ME), of x is the derivative of the

predicted probability with respect to x, given by (when x is continuous and

differentiable):

dp̂

dx
¼ p̂ð1� p̂Þb ¼ p̂ð1� p̂Þ b

s
¼ p̂ð1� p̂Þ

s
b; ð29Þ

where p̂ ¼ Prðy ¼ 1jxÞ is the predicted probability, given x and b ¼ b
s is the

logit coefficient of x. The APE is the average value of this derivative over the

whole population:
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1

N

XN

i¼1

dp̂i

dxi

¼ 1

N

XN

i¼1

p̂ið1� p̂iÞ
s

b: ð30Þ

If the sample is drawn randomly from the population, then the APE

estimates the average ME of x in the population. Let p denote the probability

of y¼ 1 for the model with both x and z (or ~z) included as predictors. We then

have (omitting the i subscript for convenience):

p ¼ PrðY ¼ 1jx; zÞ ¼ F
byx:zxþ byz:xz

s

� �

¼ Prðy ¼ 1jx; ~zÞ ¼ F
byx:z þ byz:xyzx

� �
xþ by~z:x~z

s

 !
;

where FðxÞ ¼ expðxÞ=ð1þ expðxÞÞ is the logistic distribution function and

where y is, as previously, the coefficient from the linear regression of z on

x; b is the partial underlying regression coefficient, controlling for z, of y

on x; and s is the scale parameter. We can now easily find the direct effect

as
PN

i¼1 qF
byx:zxþbyz:xz

s

� �	
qx. The indirect effect is given by

PN
i¼1 qF

byx:zxþbyz:xz

s


 �
qz

qz
qx

. The total effect is the sum of these two. Similar to

equation (17), the direct, indirect, and total effects are given by:

Direct : APEðbyx:zÞ ¼
1

N

XN

i¼1

pð1� pÞ
s

byx:z ð31aÞ

Indirect : APEðbyz:xÞ � yzx ¼
1

N

XN

i¼1

pð1� pÞ
s

byz:xyzx ð31bÞ

Total : APEðbyx:zÞ þ APEðbyz:xÞ � yzx ¼
1

N

XN

i¼1

pð1� pÞ
s

ðbyx:z þ byz:xyzxÞ: ð31cÞ

The total effect measured in APEs corresponds to the total effect, byx:~z, as

this is defined in equation (18) (see Karlson et al. 2012). These results extend

easily to the probit case, in which we replace the expression of the partial

effect with the partial derivative dp̂

dx
¼ j p̂ð Þ

s b, where j :ð Þ is the standard

normal p.d.f.
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Conditions for Causal Mediation Analysis

In recent years, methodologists have criticized mediation analysis for lacking

a causal interpretation (e.g., Jo 2008; Pearl 2001; Robins and Greenland

1992; Sobel 2008). Subsequent work by Imai, Keele, and Tingley (2010) and

Imai, Keele, and Yamamoto (2010) have clarified the conditions under

which mediation effects can be given a causal interpretation: Under the

sequential ignorability assumption, SIA, mediation effects are nonparametri-

cally identified. The SIA consists of two assumptions (Imai, Keele, and Ting-

ley 2010; Imai, Keele, and Yamamoto 2010)7:

1) Predictor variable x is conditionally independent of unobservables, u,

given background covariates w: x?ujw.

2) Mediator variable z is conditionally independent of unobservables, u,

given background covariates w and predictor variable x: z?ujx;w.

As noted by Imai, Keele, and Tingley (2010), a randomized experiment

automatically ensures that assumption 1 holds, but not that assumption 2

holds, because individuals can still self-select into the mediator, z (Sobel

2008).8 In observational studies, we assume that conditioning on covariates

w controls for the selection on unobservables that, in absence of controlling,

would render the mediation analysis biased.

Imai, Keele, and Yamamoto (2010) prove that under SIA, mediation effects

can be given a causal interpretation. They show that this result holds for

mediation analysis in linear models and they present, among others, a method

for estimating mediation analysis in nonlinear probability models. Before we

turn to a comparison of our method with theirs, we notice that, given the iden-

tification results in Imai, Keele, and Yamamoto (2010), under SIA, our method

also identifies causal mediation effects. And the effects identified by our model

are measured on the scale of the ‘‘true’’ model because the method we suggest

applies to the coefficients of the underlying linear models, and so, given the

applicability of the identification result to linear models, our method also iden-

tifies causal mediation effects under the SIA.

Comparing the Two Approaches Using Monte Carlo Simulations

Imai, Keele, and Tingley (2010) and Imai, Keele, and Yamamoto (2010)

develop their own method for estimating mediation effects in nonlinear prob-

ability models such as the logit or probit. To briefly explain the approach,

assume that y and x (the treatment variable) are both binary, z is continuous,

and the SIA is met without controlling for covariates w. The approach is very
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similar to the one we suggest here, but differs in that it approximates the dis-

tributions of interest with a quasi-Bayesian Monte Carlo algorithm, using the

predictions of models for the mediator and for the outcome. This means that

for nonlinear probability models such as the logit or probit, the approach of

Imai et al. reports effects on the probability scale, not on the logit or probit

scale. This property of the method also means that, whenever outcomes are

ordinal or multinomial, the method produces several mediation effects on the

probability margin. In the context of binary parametric nonlinear probability

models, the algorithm for estimating causal mediation effects is (Imai, Keele,

and Tingley 2010a:317):

1. Estimate a logit or probit model of y on x and z, and a linear model of

z on x.

2. Simulate parameters of each model from their sampling distribution.

3. Simulate the potential values of the mediator, simulate the potential

outcomes given the simulated values of the mediator, and compute the

causal mediation effects.

4. Compute summary statistics from the simulations.

To compare the performance of our method relative to that of Imai and

colleagues, we ran a Monte Carlo simulation based on the following model:

y� ¼ bxþ gzþ e

z ¼ yxþ u;

y ¼ 1 if y� > q; y ¼ 0 otherwise;

where x is a binary variable distributed 30/70, 50/50, or 70/30 in three differ-

ent simulations, respectively, z is a continuous variable, e is drawn from a

logistic (correctly specified error, because we fit a logit model) or normal

(incorrectly specified) distribution, standardized to mean zero and p2=3 var-

iance, u is drawn from a normal or lognormal distribution standardized to

mean zero and unit variance. In all models, sdðxÞ ¼ sdðzÞ ¼ 1, and conse-

quently rðx; zÞ ¼ f0:0; 0:3; 0:6; 0:9g, where rðx; zÞ is the correlation coeffi-

cient between x and z. The threshold, q, is chosen such that y takes on the

following distributions: 50/50, 75/25, 95/5. This setup produces four (A,

B, C, D) times two different scenarios (correctly and misspecified error term)

in which y ¼ rðx; zÞ and q varies. In the first four scenarios, e is logistically

distributed and the model is consequently correctly specified. In the second

four scenarios, e is normally distributed and the model is consequently
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misspecified. Scenarios A, B, C, and D differ according to the following

specifications:

A: b ¼ 1 and g ¼ 0:5, and z is a mixture of a binary and a normal variable.

B: b ¼ 1 and g ¼ 0:5, and z is a mixture of a binary and a lognormal

variable.

C: b ¼ 0:5 and g ¼ 1, and z is a mixture of a binary and a normal variable.

D: b ¼ 0:5 and g ¼ 1, and z is a mixture of a binary and a lognormal

variable.

We measure performance in terms of the accuracy with which each method

estimates the mediation percentage; that is, the ratio of the indirect to the

total effect. We used the logit model in all simulations, and based our study

on 500 repetitions using N¼ 5,000. The full output of the simulation study is

reported in the Appendix which can be found at http://smr.sagepub.com/sup-

plemental/.

In Table 1, we report the average absolute difference between the

estimated and the true mediation percentage in each of the four scenarios

with correctly specified and misspecified errors. We find that, across all sce-

narios, our method (labeled KHB) and the method of Imai et al. return near-

identical results and both are almost as good as the (estimated) latent linear

model in recovering the true mediation percentage. However, even though

the two methods perform equally well in terms of recovering the true media-

tion percentage, our method has three comparative advantages: (1) It is com-

putationally simpler; (2) it allows for effects measured on both the logit or

probit scale and the probability scale; and (3) because our method concerns

the underlying parameters generating the data, it easily extends to the case

with ordered outcome variables.

Alternative Solutions

Using Monte Carlo simulations, Karlson et al. (2012) compared the method

we propose with other methods for comparing coefficients across same-

sample nested logit or probit models. They found that, for estimating media-

tion effects, their method is always as good as or better than the linear

probability model, APEs based on the logit or probit (Cramer 2007; Wool-

dridge 2002), and the method of Y standardization (Long 1997; Winship and

Mare 1984). In particular, the linear probability model and the method of Y

standardization return biased estimates of mediation effects in certain

situations met in real applications (Best and Wolf 2012). The method of Y
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standardization was particularly sensitive to changes in the distribution of the

error across models caused by successively adding covariates, because this

changes the fit of the model to the assumed logistic or normal distribution.

Indeed, all three alternative methods discussed in Karlson et al. (2012) are

based on estimating different models, thereby reflecting changes in the fit

of the error to the assumed distribution. But the method we propose effec-

tively overcomes this issue, because it holds constant the model on which

we want to base our inferences.

Interaction Term between the Predictor and the
Mediator

Researchers are sometimes interested in testing whether mediation effects

differ between groups. Such group comparisons are straightforward to exam-

ine using the method presented in this article. In these cases, researchers can

apply the Karlson/Holm/Breen (KHB) method to each group separately and

compare the scale-free percentage decomposition. However, a special case

arises when the predictor variable and the mediator variable are interacted

(Kraemer et al. 2008). Using the rules of differential calculus, Stolzenberg

(1980) gave the derivations for the linear model. He found that, in this case,

the indirect effect depends on the level of the predictor variable, thereby

introducing heterogeneity into the indirect effects. In the approach by Imai,

Keele, and Tingley (2010) and Imai, Keele, and Yamamoto (2010), this

heterogeneity is translated into mediation effects for the treated (x ¼ 1) and

the untreated (x ¼ 0) in situations where x is a binary dummy.

Table 1. Summary of Monte Carlo Simulations. Mean Absolute Difference to the
True Mediation Percentage Times 1,000 Reported.

1: Logistic Error (Correctly Specified) 2: Normal Error (Misspecified)

Latent Linear KHB Imai et al. Latent Linear KHB Imai et al.

A 1.98 2.09 2.06 1.29 2.08 2.21
B 0.09 0.89 1.16 0.24 1.33 0.94
C 2.76 3.46 3.48 2.04 3.04 3.00
D 0.28 1.20 1.21 0.70 1.88 1.84
M 1.28 1.91 1.98 1.07 2.08 2.00

Note: KHB ¼ Karlson/Holm/Breen method.
See text for simulation design. Appendix (which can be found at http://smr.sagepub.com/supple-
mental/) contains results of all simulations.
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However, while these results are straightforward to derive in the linear

setting, in nonlinear probability models such as the logit or probit, the

difference in the indirect effects for the treated and untreated is possibly

confounded by differences in scales across the groups defined in x; that

is, by heteroscedasticity in the latent errors. To see this, assume that the

underlying linear model is heteroscedastic across the two groups in x ¼
0,1:

y� ¼ aþ byz:xzþ s0o if x ¼ 0

y� ¼ aþ byx:z

� �
þ byz:x þ dyz:x

� �
zþ s1o if x ¼ 1;

ð32Þ

where a is a constant term, byz:x is the effect of x on y*, and dyz:x is the inter-

action effect of x and z on y* and sj; j ¼ 0; 1 are scale factors in the two

groups (x¼ 0, 1). If we derive the logit or probit including an interaction term

between x and z from the underlying model in equation (32), we obtain the

following indirect effects for the treated and untreated:

x ¼ 0 :
byz:xyzx

s0

: ð33aÞ

x ¼ 1 :
byz:x þ dyz:x

� �
yzx

s1

: ð33bÞ

These indirect effects differ not only in terms of the coefficients of interest in

the numerators (i.e., their location), byz:xyzx and byz:x þ dyz:x

� �
yzx, but also in

their scales, s0 and s1. Because we cannot know the relation between the

scales (Allison 1999), we cannot compare the indirect effects across

untreated and treated. In other words, comparisons of the indirect effects

of interest are confounded by latent error heteroscedasticity.9

The result in equation (33) shows that using interaction terms between the

predictor and the mediator in nonlinear probability models identifies indirect

effects for the treated and untreated, but up to scales whose relation is

unknown. Differences in these effects can consequently result from differ-

ences in true indirect effects, in scale parameters, or in both. Under the

assumption that scales do not differ, we can meaningfully compare indirect

effects, but this assumption cannot be tested without credible exclusion

restrictions. We therefore suggest that social researchers exercise caution

in inferring heterogeneity in mediation effects across treated and

untreated—or more generally across levels in the predictor variable—in non-

linear probability models.
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Examples

In this section, we turn to two examples based on the National Educational

Longitudinal Survey of 1988 (NELS). NELS is a nationally representative

survey of eighth grade students in the United States in 1988 who were

followed until the year 2000, giving us the opportunity to study educational

progress. We examine how much of the effect of parental socioeconomic sta-

tus (SES) on four-year college graduation (COL) by year 2000 is mediated by

student academic ability (ABIL) and level of educational aspiration (LEA).10

We standardize SES, ABIL, and LEA to have mean zero and variance of

unity. Because we expect ability and aspirations to be positively correlated

with parental SES and college graduation (e.g., Boudon 1974; Keller and

Zavalloni 1964), we expect that both ability and aspirations mediate the

effect of parental SES on college graduation. We also investigate whether

ability or aspirations is the larger mediator. Because we suspect the decom-

position to be affected by potentially confounding variables, we also include

covariates, gender (MALE), race (RACE), and intact family (INTACT). The

final sample comprises 9,820 individuals, and Table 2 contains the descrip-

tive statistics.11 We calculate the decompositions using the Stata command

khb (Kohler, Karlson, and Holm 2011), which implements the method devel-

oped by Karlson et al. (2012) and the innovations presented in this article.

We structure the analysis in four steps. First, we decompose the effect of

SES on COL using ABIL. Second, we add LEA to the decomposition and

evaluate which variable, ABIL or LEA, has the larger indirect effect. Third,

we add three covariates, MALE, RACE, and INTACT to the decomposition

to control for possibly confounding variables. Fourth, we report the results in

terms of APEs, giving the decomposition a more substantive interpretation.

Because the results may be sensitive to model choice, we report them for

both logit and probit models.

Table 3 reports the results of a decomposition of SES on COL with ABIL

as the mediator. Using the expressions in 17a to c (decomposition using the

‘‘product of coefficients’’ method), we decompose, in logits (probits) the

total effect of 1.348 (0.781) into a direct part, 0.914 (0.524), and an indirect

part, 0.434 (0.257). Using the test statistic developed in Karlson et al. (2012),

we see that all effects are highly statistically significant. We also see that the

indirect effect is around half the magnitude of the direct effect. In relative

terms, the indirect effects accounts for 32.2 percent of the total effect in the

logit model and 32.9 percent in the probit model. In the second row from the

bottom of Table 3, we label this the mediation percentage. This is very sim-

ilar for the logit and probit, indicating that our decomposition is not sensitive
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to the choice of a normal or logistic error distribution for the full model

including both SES and ABIL. In the final row, we report the naive mediation

percentage, which is what we would have obtained had we simply compared

the coefficients across models with and without ABIL. This is 25.3 percent

for the logit model and 26.8 percent for the probit model, indicating that a

naive comparison of effects would underestimate the true amount of media-

tion net of rescaling and changes in the error to the assumed distribution.

Table 2. Variable Descriptive.

Mean SD

COL 0.36 —
SES 0 1
ABIL 0 1
LEA 0 1
MALE 0.47 —
RACE

White (reference) 0.69 —
Hispanic 0.12 —
Black 0.09 —
Other 0.10 —

INTACT 0.90 —

Note: N ¼ 9,820. ABIL ¼ student academic ability; COL ¼ college graduation; SES ¼ socioeco-
nomic status; LEA ¼ level of educational aspiration.

Table 3. Decomposition of Total Effect of SES on COL into Direct Effect and Indirect
Effect via ABIL.

Logit Probit

Coefficient z Coefficient Z

Coefficients
Total effect 1.348 42.06 0.781 45.23
Direct effect 0.914 28.90 0.524 29.57
Indirect effect 0.434 26.06 0.257 26.79

Relative measures
Mediation percentage 32.2 — 32.9 —
Naive mediation percentage 25.3 26.8

Note: COL ¼ college graduation; ABIL ¼ student academic ability; SES ¼ socioeconomic status.
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In Table 4, we add LEA to the decomposition and break down the indirect

effect due to both ABIL and LEA into its respective components. We see that

all effects are highly statistically significant. Because the logit and probit

return near-identical results, we focus only on the results based on the former.

Looking at the relative measures of the indirect effect, we see that, compared

to Table 3, the mediation percentage has increased from 32.2 to 56.6 percent.

However, more of the effect of SES is mediated by LEA than by ABIL, LEA

accounting for 37.5 percent of the total effect, ABIL for 19.1 percent. The

mediation percentage for ABIL is considerably smaller than the 32.2 percent

reported in Table 3. Thus, including LEA in the decomposition reduces the

contribution of ABIL to the total effect by about 13 percentage points, and this

is because LEA is positively correlated with SES, ABIL, and COL. We also

see that the naive use of the logit would underestimate the mediation percent-

age by about 15 percentage points (41.3 percent compared with 56.6 percent).

In Table 5 we add three covariates, MALE, RACE, and INTACT, which

we suspect may confound the decomposition. These covariates are included

in all models used for the decomposition, thereby holding constant their pos-

sible influence on the results. We see that the results are virtually identical to

those reported in Table 4, except for the test statistic for the indirect effect.

This statistic reduces markedly to 7.77 in the logit case. However, the effect

is still highly statistically significant. Thus, these findings suggest that the

Table 4. Decomposition of Total Effect of SES on COL Into Direct Effect and Indi-
rect Effect via ABIL and LEA.

Logit Probit

Coefficient Z Coefficient Z

Coefficients
Total effect 1.657 42.83 0.939 46.33
Direct effect 0.718 21.48 0.421 22.31
Indirect effect 0.938 29.80 0.518 30.67

via ABIL 0.317 18.87 0.192 19.78
via LEA 0.621 22.55 0.326 23.58

Relative measures
Mediation percentage 56.6 — 55.2 —

via ABIL 19.1 — 20.4 —
via LEA 37.5 — 34.7 —

Naive mediation percentage 41.3 — 41.2 —

Note: COL ¼ college graduation; ABIL ¼ student academic ability; LEA ¼ level of educational
aspiration; SES ¼ socioeconomic status.
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substantive results presented in Table 4 are unaffected by the influence of the

covariates.

In Table 6, we report APEs of the results in Table 5, using formulae 31a to

c, the product of coefficients decomposition rule for APEs. Because the stan-

dard error of the indirect effect is unknown, we only report the APEs and

once again we focus on the results from the logit model. We see that the total

effect is 0.228, which means that for a standard deviation change in SES, the

probability of graduating college increases, on average, by 22.8 percentage

points. Decomposing this effect returns a direct effect of 9.7 percentage

points, and an indirect of 13.0 percentage points. Breaking down the indirect

effect to its two components, we find that the indirect effect via ABIL is 3.9

percentage points, and 9.1 percentage points via LEA. Thus, the effect of

SES on COL running via LEA is substantially larger than the one running

through ABIL. We note that the mediation percentages in Table 6 equal those

in Table 5. However, the naive mediation percentage in the final column dif-

fers between the two tables. In Table 5, the naive percentage conflates med-

iation and rescaling, while the counterpart in Table 6 conflates mediation

with the sensitivity of APEs to changes in the error distribution across models

excluding and including the control variables. As we would expect, the naive

mediation percentage is much smaller for the APE than for the logit. APE

Table 5. Decomposition of Total Effect of SES on COL into Direct and Indirect Effect
via ABIL and LEA, Controlling for Covariates Male, Race, and Intact.

Logit Probit

Coefficient z Coefficient Z

Coefficients
Total effect 1.653 41.39 0.935 44.48
Direct effect 0.706 20.56 0.416 21.44
Indirect effect 0.946 7.77 0.519 7.91

via ABIL 0.286 17.91 0.174 18.90
via LEA 0.660 22.37 0.345 23.39

Relative measures
Mediation percentage 57.3 — 55.5 —

via ABIL 17.3 — 18.6 —
via LEA 39.9 — 36.9 —

Naive mediation percentage 41.8 — 41.1 —

Note: COL ¼ college graduation; SES ¼ socioeconomic status; ABIL ¼ student academic ability;
LEA ¼ level of educational aspiration.
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underestimates the true percentage by about 3 percentage points compared

with the underestimate from the logit of 15 percentage points.

Conclusion

In this article, we suggest an approach for estimating and interpreting total,

direct, and indirect effects in nonlinear probability models such as the logit and

probit. Our method is derived from a linear latent variable model assumed to

underlie the logit or probit model, and it extends the decomposition properties

of linear models to nonlinear probability models. We developed several exten-

sions of the method; in particular, we applied it to APEs, giving researchers an

effect measure on the probability scale which may be more interpretable than

logit and probit coefficients, and we showed that the indirect effects can be

given a causal interpretation under the SIA suggested by Imai, Keele, and

Tingley (2010) and Imai, Keele, and Yamamoto (2010).

A Monte Carlo study comparing the method with that of Imai, Keele, and

Tingley (2010) and Imai, Keele, and Yamamoto (2010) showed that both

perform equally well in recovering the true mediation percentage. The differ-

ence between the methods in terms of estimation is therefore negligible, but

ours is computationally simpler, allows for effects measured on both the logit

or probit index and the probability scale, and easily generalizes to the situa-

tion with ordered outcomes. Further analytical results suggested that while

Table 6. APE Decomposition of Total Effect of SES on COL into Direct and Indirect
Effect via ABIL and LEA, Controlling for Covariates Male, Race, and Intact.

Logit Probit
APE APE

Coefficients
Total effect 0.2276 0.2233
Direct effect 0.0973 0.0994
Indirect effect 0.1303 0.1239

via ABIL 0.0394 0.0416
via LEA 0.0909 0.0823

Relative measures
Mediation percentage 57.3 55.5

via ABIL 17.3 18.6
via LEA 39.9 36.9

Naive mediation percentage 54.2 53.1

Note: APEs¼ average partial effects; ABIL¼ student academic ability; LEA¼ level of educational
aspiration.
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indirect effects for the treated and untreated can be identified in nonlinear

probability models involving an interaction effect between the mediator and

the predictor, they are identified up to different scales and are consequently

not comparable. Thus, researchers should exercise caution in interpreting

such heterogeneity in mediation effects.

Because of its generality, our method can be extended to the ordered and

multinomial case and potentially to the class of generalized linear models.

Perhaps most usefully, the method can be applied very easily using the Stata

routine khb (Kohler et al. 2011).
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Notes

1. Here and in the following, we equate effect with the change in the expected mean

of the dependent variable from a one unit change in the independent variable. Other

types of effects could be equally valid, for example, a change in the variance of the

dependent variable from a one unit change in the independent variable. However,

we confine ourselves to the usual terminology of labeling mean changes as effects

and changes in, for example, variance, as nuisance effects.

2. Note that Figure 1 illustrates a fully recursive system in which z is an intervening

variable. z may, however, also be placed ‘‘behind’’ x in the system or as a variable

on the same recursive level as x. We use the illustration in Figure 1 because it

depicts how the indirect effect via z is calculated.

3. The categorical formulation of the logit model known from introductory text-

books (e.g., Hosmer and Lemeshow 1989) provides another way of interpreting

the logit coefficients. However, both formulations return identical results (see

Karlson et al. 2012). For a textbook description of the two different formulations,

we refer to Powers and Xie (2000).

4. Setting the threshold to zero is usually an arbitrary restriction, because the thresh-

old is absorbed into the intercept of the logit model. But we make the restriction

here to avoid including intercepts in the following models, keeping our exposi-

tion simpler.

5. We use the logit as an example here, but the results also apply to the probit.

6. For inference on the indirect effect, see the significance test in Karlson et al. (2012).
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7. While most treatments of causal mediation analysis use the potential outcomes

framework of Rubin (1974, 1978), we refrain from doing this here and rather use

the equivalent expression in terms of conditional independence between covari-

ates and unobservables.

8. Notice also that randomizing allocation to the mediator does not alleviate this

issue, because in this case, x is, by design, independent of z, so violating a

necessary condition of mediation analysis. Sobel (2008) considers the identifia-

bility of mediation effects using instrumental variables.

9. We notice that in the linear model, we do not encounter this issue, because both

s0ands1 can be estimated from data and so the difference in indirect effects

between treated and untreated can be identified to dyz:xyzx.

10. Within educational stratification research, such empirical decompositions of

family social status effects on educational decisions have received considerable

attention, because they link to a theoretical model developed in a classic work on

inequality of educational opportunity by Raymond Boudon (1974) and its gener-

alization by Breen and Goldthorpe (1997; see Erikson et al. 2005; Morgan 2012).

11. We use the NELS Public Use File. The original sample comprises around 12,144

individuals. Because this example acts as an illustration of our method, we do not

discuss the nonresponse patterns and the possible biases they may entail.
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